Before the
FEDERAL COMMUNICATIONS COMMISSION

Washington, DC 20554
In the Matter of )
)
Section 230 of the ) File No. RM-
Communications Act of 1934 )

To: The Commission

PETITION FOR RULEMAKING OF THE
NATIONAL TELECOMMUNICATIONS AND INFORMATION ADMINISTRATION

National Telecommunications and
Information Administration

U.S. Department of Commerce
1401 Constitution Avenue, NW
Washington, DC 20230

(202) 482-1816

July 27, 2020



TABLE OF CONTENTS

I. STATEMENT OF INTEREST.....coiniinrinninnnensneensnessansssssssnsssssssassssssssssssssssssssssssssns 3

II. SUMMARY OF ARGUMENT ......cuooniiiininsnensnesnnsnessnessnsssessssssssssesssessssssessasssssssssssessssssess 3

III. THE COMMISSION SHOULD ACT TO PROTECT FREE SPEECH ONLINE.... 6

IV. RELEVANT FACTS AND DATA: TECHNOLOGICAL AND MARKET..........c... 9
V. THE AUTHORITY AND NEED FOR ISSUING REGULATIONS FOR SECTION
230 corieeiinitenteenteettisaeeaeesteesatsssaesseessaseatsssas s b es st s s b e s bt s b e s bt s b e s b e SRR e s b e SRR SR e SRR e bR SRR e b e es 15
A. The Commission’s Power to Interpret Section 230 of the Communications Decency
ACE ceiieiteennecineisteniteesteessnisssesssnessseesstsssatessassssessstsssatssstssssessatsssatessasssteesstsssatessasstessassssasessasanaes 15
B. Background to Section 23(.......ccccvvereeisrsnrrccsssnrecssssssresssssssssssssssssssssssssssssssssssssssssssssssssssass 18
C.  Section 230(C)’S SIIUCTUTE ..ueeiicrrrericesssrnrecssssaseessssssssssssssssssssssasssssssasssssssssssessssssssssssssssssssss 22
D. Expansive Court Rulings Tied to Early Platforms and Outdated Technology............. 24
E. Need for FCC Regulations: Ambiguities in Section 230........cccceeverercurrcscnrcssnnrcscnrecsnneens 27
1. The Interaction Between Subparagraphs (c)(1) and (€)(2) ...eeevvveerveeeriieeiieeeiee e 28
2. The Meaning of SEction 230(C)(2)...ueeuveerrierieeiieniieeiieeiieeiteeseeeteesieesaeeseeesbeenseesseenseessseens 31
3. Section 230(C)(1) and 230(F)(3) veeeerrreerrreeiieeeiieeeieeeereeesre e e e e e sreeesraeeeraeestaeesaeeesnseeenanes 40
4. “Treated as a Publisher or Speaker” ..........occvviiiiiieiiienieeiieeetee et 42

VI. TITLE I AND SECTIONS 163 AND 257 OF THE ACT PERMIT THE FCC TO

IMPOSE DISCLOSURE REQUIREMENTS ON INFORMATION SERVICES............... 47
A. Social media are INfOrmation SEIrVICES......ccceerreeissrecsserecssnnicsneessnecsssnecssssecsssascssssscsssnccns 47
B. Several statutory sections empower the FCC to mandate disclosure...............ccceueeunen. 49
VII. CONCLUSION .uuciiiniiinienensnecsnnsnsssessaessesssessasssssssessasssassasssassssssssssasssassassssssssssasssassasssassses 52

APPENDIX A: PROPOSED RULLES.......coiierinieninsnennnsnssnessncssesssessssssssssessasssssssessassssssseses 53



Before the
FEDERAL COMMUNICATIONS COMMISSION
Washington, D.C. 20554

In the Matter of

Section 230 of the
Communications Act of 1934

File No. RM-

N N N N

To: The Commission

PETITION FOR RULEMAKING OF THE
NATIONAL TELECOMMUNICATIONS AND INFORMATION ADMINISTRATION

Pursuant to section 1.401 of the Code of Federal Regulations,! in accordance with
Executive Order 13925 (E.O. 13925),% and through the National Telecommunications and
Information Administration (NTIA), the Secretary of Commerce (Secretary) respectfully
requests that the Federal Communications Commission (FCC or Commission) initiate a
rulemaking to clarify the provisions of section 230 of the Communications Act of 1934, as
amended.’ NTIA, as the President’s principal adviser on domestic and international
telecommunications and information policy, is charged with developing and advocating policies
concerning the regulation of the telecommunications industry and “ensur[ing] that the views of
the executive branch on telecommunications matters are effectively presented to the
Commission . . ..” * Specifically, per E.O. 13925, NTIA requests that the Commission propose

rules to clarify:

147 CFR § 1.401(a).

2 Exec. Order No. 13925: Preventing Online Censorship, 85 Fed. Reg. 34,079 (June 2, 2020)
(E.O. 13925).

347 U.S.C. § 230.

447 U.S.C. § 902(b)(2)(J); see also 47 U.S.C. §§ 901(c)(3), 902(b)(2)(I) (setting forth related
duties).



(1) the interaction between subparagraphs (c)(1) and (c)(2) of section 230, in particular to
clarify and determine the circumstances under which a provider of an interactive
computer service that restricts access to content in a manner not specifically protected by
subparagraph (c)(2)(a) may also not be able to claim protection under subparagraph
(e)(1);°
(1) the conditions under which an action restricting access to or availability of material is
not “taken in good faith” within the meaning of subparagraph (c)(2)(A) of section 230,
particularly whether actions can be “taken in good faith” if they are
(A) deceptive, pretextual, or inconsistent with a provider’s terms of service; or
(B) taken after failing to provide adequate notice, reasoned explanation, or a
meaningful opportunity to be heard;® and
(ii1) any another proposed regulation that NTIA concludes may be appropriate to advance
the policy described in subsection (a) of E.O. 13925, to impose disclosure requirements
similar those imposed on other internet companies, such as major broadband service

providers, to promote free and open debate on the internet.’

> See infra sections V.E.1, V.E.3 and section V.E 4.
¢ See infra section V.E.2.
7 See infra section VL.



I. Statement of Interest

Since its inception in 1978, NTIA has consistently supported pro-competitive, pro-
consumer telecommunications and internet policies. NTIA files this petition pursuant to E.O.
13925 to ensure that section 230 of the Communications Act of 1934, as amended, continues to
further these goals. The President, through E.O. 13925, has directed the Secretary to file this
petition for rulemaking through NTIA.®

IL. Summary of Argument

Freedom of expression defends all our other freedoms. Only in a society that protects free
expression can citizens criticize their leaders without fear, check their excesses, and expose their
abuses. As Ben Franklin stated, “[w]hoever would overthrow the Liberty of a Nation, must
begin by subduing the Freeness of Speech.”® However, social media and its growing dominance
present troubling questions on how to preserve First Amendment ideals and promote diversity of
voices in modern communications technology. Social media’s power stems in part from the
legal immunities granted by the Communications Decency Act of 1996.'° Congress passed the
statute in the beginning of the internet age with the goal of creating a safe internet for children.

It did so by protecting children from pornography and providing incentives for platforms to

$E.0. 13925, Section 2(b).

? Benjamin Franklin, Silence Dogood No. 8, The New-England Courant, July 9, 1722,

19 Communications Decency Act of 1996 (CDA), Pub. L. No. 104-104, 110 Stat. 133, Title V—
Obscenity and Violence, § 509 “Online family empowerment,” codified at 47 U.S.C. 230,
“Protection for private blocking and screening of offensive material.” The CDA was
incorporated as Title V to the Telecommunications Act of 1996, which in turn, was incorporated
in the Communications Act of 1934. While these laws are all now part of the same statute, they
do have separate histories and will be referred to individually when necessary.




remove harmful content. While the Supreme Court struck down the provisions limiting
pornography, section 230 remained. !

Section 230 is the legislative response to a New York state case, Stratton Oakmont, Inc.

v. Prodigy Servs. Co.'? In this case, the court extended tort liability to internet bulletin boards

and ruled that defendant Prodigy Services Company would be liable for the entire content of
their platform if they engaged in editing and moderation to remove distasteful content. '3
Congress intended section 230 to offer platforms immunity from liability under certain
circumstances, namely to encourage platforms to moderate specific types of material, mostly that
are sexual or inappropriate to minors. It is vital to remember, however, that Congress in section
230 also had the express purpose of ensuring that the “Internet and other [internet platforms]
offer a forum for a true diversity of political discourse, unique opportunities for cultural
development, and myriad avenues for intellectual activity.”!*

Times have changed, and the liability rules appropriate in 1996 may no longer further
Congress’s purpose that section 230 further a “true diversity of political discourse.” A handful
of large social media platforms delivering varied types of content over high-speed internet have
replaced the sprawling world of dial-up Internet Service Providers (ISPs) and countless bulletin

boards hosting static postings. Further, with artificial intelligence and automated methods of

textual analysis to flag harmful content now available, unlike at the time of Stratton Oakmont,

Inc., platforms no longer need to manually review each individual post but can review, at much

! Reno v. American Civil Liberties Union, 521 U.S. 844 (1997).

121995 WL 323710 (N.Y. Sup. Ct., May 24, 1995) (unpublished). See also, Force v. Facebook,
Inc., 934 F.3d 53, 63-64 (2d Cir. 2019) (“To overrule Stratton . . . .”).

13 Stratton Oakmont, 1995 WL 323710, at *3.

447 U.S.C. § 230(a)(3).




lower cost, millions of posts.!> Thus, the fundamental assumptions driving early section 230
interpretation are antiquated and lack force, thus necessitating a recalibration of section 230
protections to accommodate modern platforms and technologies.

The FCC should use its authorities to clarify ambiguities in section 230 so as to make its
interpretation appropriate to the current internet marketplace and provide clearer guidance to
courts, platforms, and users. NTIA urges the FCC to promulgate rules addressing the following
points:

1. Clarify the relationship between subsections (c¢)(1) and (c)(2), lest they be read and
applied in a manner that renders (c)(2) superfluous as some courts appear to be doing.

2. Specify that Section 230(c)(1) has no application to any interactive computer
service’s decision, agreement, or action to restrict access to or availability of material
provided by another information content provider or to bar any information content
provider from using an interactive computer service.

3. Provide clearer guidance to courts, platforms, and users, on what content falls within
(c)(2) immunity, particularly section 230(c)(2)’s “otherwise objectionable” language
and its requirement that all removals be done in “good faith.”

4. Specify that “responsible, in whole or in part, for the creation or development of
information” in the definition of “information content provider,” 47 U.S.C.
§ 230(f)(3), includes editorial decisions that modify or alter content, including but not
limited to substantively contributing to, commenting upon, editorializing about, or
presenting with a discernible viewpoint content provided by another information
content provider.

15 Adrian Shahbaz & Allie Funk, “Freedom on the Net 2019 Key Finding: Governments harness
big data for social media surveillance,” Freedom House, Social Media Surveillance,
https://freedomhouse.org/report/freedom-on-the-net/2019/the-crisis-of-social-media/social-
media-surveillance (“Social media surveillance refers to the collection and processing of
personal data pulled from digital communication platforms, often through automated technology
that allows for real-time aggregation, organization, and analysis of large amounts of metadata
and content . . . . Advances in artificial intelligence (AI) have opened up new possibilities for
automated mass surveillance.”).




5. Mandate disclosure for internet transparency similar to that required of other internet
companies, such as broadband service providers.

III. The Commission Should Act to Protect Free Speech Online

New regulations guiding the interpretation of section 230 are necessary to facilitate the
provisions’ interpretation in a way that best captures one of the nation’s most important
Constitutional freedoms. “Free speech is the bedrock of American democracy . ... The freedom
to express and debate ideas is the foundation for all of our rights as a free people.”'® Our
democracy has long recognized that control of public discourse in the hands of too few stifles
freedom of expression and risks undermining our political institutions. For centuries, Americans
have taken action to maintain the free flow of information and ideas to ensure the fullest and
most robust marketplace of ideas—from the Postal Service Act of 1792, one of Congress’s first
acts which established preferential rates for newspapers, '’ to nondiscrimination requirements for
telegraphs and telephones, '® to antitrust actions to ensure the free flow of news stories, '* and to
efforts to limit undue dominance in broadcast and cable media to guarantee the flow of
information to television viewers.?

Yet today, free speech faces new threats. Many Americans follow the news, stay in touch

with friends and family, and share their views on current events through social media and other

16 E.0. 13925, Section 1.

17 Richard B. Kielbowicz, News in the Mail: The Press, Post Office and Public Information,
1700-1860s, at 33-34 (1989).

'8 Thomas B. Nachbar, The Public Network, 17 CommLaw Conspectus 67, 77 (2008).
(“Nondiscriminatory access is . . . the order of the day for . . . telecommunications, and even
cable television.”).

19 Associated Press v. United States, 326 U.S. 1 (1945).

20 Turner Broad. Sys, Inc. v. F.C.C., 512 U.S. 622 (1994); F.C.C. v. National Citizens Comm. for
Broad., 436 U.S. 775 (1978); Nat’l Broad. Co. v. United States, 319 U.S. 190 (1943); Time
Warner Ent. Co. L.P. v. F.C.C., 240 F.3d 1126 (D.C. Cir. 2001).




online platforms. These platforms function, as the Supreme Court recognized, as a 21st century
equivalent of the public square.?! Provision and control of the public square is a public trust.
Because it entails selecting which speech gets heard and by whom, social media can assimilate a
collective conversation into a corporate voice with a corporate point of view. As the E.O.
explains, “[w]hen large, powerful social media companies censor opinions with which they
disagree, they exercise a dangerous power. They cease functioning as passive bulletin boards,
and ought to be viewed and treated as content creators.”?? The Commission itself has previously
recognized the importance of enabling “the widest possible dissemination of information from
diverse and antagonistic sources” and “assuring that the public has access to a multiplicity of
information sources” as internet regulations’ essential goal.??

Unfortunately, large online platforms appear to engage in selective censorship that is
harming our national discourse. The E.O. notes that “[t]ens of thousands of Americans have
reported online platforms “flagging” content as inappropriate, even though it does not violate any
stated terms of service” and is not unlawful. The platforms “mak[e] unannounced and

unexplained changes to company policies that have the effect of disfavoring certain viewpoints

and delet[e] content and entire accounts with no warning, no rationale, and no recourse.”?* FCC

2! Packingham v. North Carolina, 137 S. Ct. 1730, 1732 (2017) (“Social media . . . are the
principal sources for knowing current events, checking ads for employment, speaking and
listening in the modern public square, and otherwise exploring the vast realms of human thought
and knowledge.”).

2 E.0. 13925, Section 1.

23 Federal Communications Commission, In the Matter of Protecting and Promoting the Open
Internet, GN Docket No. 14-28, FCC 15-24, Report and Order on Remand, Declaratory Ruling,
and Order, 2015 WL 1120110, *268 (4 545) (quoting Turner, 512 U.S. at 663).

24 E.0. 13925, Section 1; Divino Group LLC, et al. v. Google LLC, et al., 5:19-cv-4749-VKD,
Dkt #20 (2d Am. Compl.) at 99 119-123, 128-247 (N.D. Cal. (San Jose Division), dated Aug. 13,
2019) (class action complaint alleging YouTube censorship of LGBT+ content).




Commissioner Brendan Carr has remarked, “there’s no question that [large social media
platforms] are engaging in editorial conduct, that these are not neutral platforms.”?* Others have
expressed shock that while large social media platforms will censor or fact-check constitutionally
elected democratic leaders, many social media companies welcome and facilitate censorship by
the Chinese Communist Party, thereby spreading disinformation and communist propaganda
related to China’s mass imprisonment of religious minorities, the origins of the COVID-19
pandemic, and the pro-democracy protests in Hong Kong.?® Unfortunately, few academic
empirical studies exist of the phenomenon of social media bias.

Much of social media’s overarching influence and power stems from the immunities it
enjoys under expansive interpretations of section 230 of the Communications Decency Act,?” a
provision Congress passed in 1996 at the beginning of the internet era. Many early cases,
understandably protective of a nascent industry, read section 230’s protections expansively. But,
given the maturing internet economy and emergence of dominant social media platforms, the
FCC should re-examine section 230, as well as other provisions of the Communications Act of

1934. The FCC should determine how section 230 can best serve its goals of promoting internet

23 Jan Jekielek, On Social Media Bias, Trump’s Executive Order, and the China Data Threat:
FCC Commissioner Brendan Carr, The Epoch Times, June 1, 2020,
https://www.theepochtimes.com/on-social-media-bias-trumps-executive-order-and-the-china-
data-threat-fcc-commissioner-brendan-carr 3372161.html.

26See, e.g., Sigal Samuel, China paid Facebook and Twitter to help spread anti-Muslim
propaganda, Vox, Aug. 22, 2019, https://www.vox.com/future-
perfect/2019/8/22/20826971/facebook-twitter-china-misinformation-ughiur-muslim-internment-
camps; Ryan Gallagher, China’s Disinformation Effort Targets Virus, Researcher Says,
Bloomberg News, May 12, 2020, https://www.bloomberg.com/news/articles/2020-05-12/china-
s-disinformation-campaign-targets-virus-and-businessman; James Titcomb & Laurence Dodds,
Chinese state media use Facebook adverts to champion Hong Kong crackdown, June 8, 2020,
https://www.telegraph.co.uk/technology/2020/06/08/chinese-state-media-use-facebook-adverts-
champion-hong-kong/.

2747 U.S.C. § 230.




diversity and a free flow of ideas, as well as holding dominant platforms accountable for their
editorial decisions, in new market conditions and technologies that have emerged since the
1990s.%®
IV.  Relevant Facts and Data: Technological and Market Changes

Contemporary social media platforms have vastly different offerings, business models,
relationships to users and customers, and, indeed, roles in national life than the early online
bulletin boards that Prodigy and AOL offered in 1996. The FCC should recognize that the
liability protections appropriate to internet firms in 1996 are different because modern firms have
much greater economic power, play a bigger, if not dominant, role in American political and
social discourse, and, with machine learning and other artificial techniques, have and exercise
much greater power to control and monitor content and users.

CompuServe, Prodigy, America Online, and their competitors had fundamentally
different business models from modern social media companies.?’ They had proprietary server

banks, and their business model was to charge consumers for access, with significant surcharges

28 See, e.g., Cubby, Inc. v. CompuServe Inc., 776 F.Supp. 135 (S.D.N.Y. 1991) (addressing
CompuServe’s 1990 service providing various online subscriber forums for certain groups).
29 Andrew Pollack, Ruling May Not Aid Videotex, N.Y. Times, Sept. 15, 1987, at D1,
https://www.nytimes.com/1987/09/15/business/ruling-may-not-aid-videotex.html (last visited
July 27, 2020) (“The Videotex Industry Association estimates that there are 40 consumer-
oriented services, such as CompuServe and the Source, in the United States, with a total
membership of 750,000.”).




for use of social features.>® They were not interoperable,®! There was thus no online “general
public” population about whom information could be known, nor were there business partners to
whom information on members of the public could be aggregated and sold. Online services
faced a competitive landscape.

Online services competed with one another by commissioning or developing their own
games, chat systems, financial-markets reporting, news services, and in-network mail services.*
As users paid to connect, and thus directly funded online services, most online services did not
contain advertising. The online service business model was not significantly reliant on third-

party content because access to proprietary content was at the heart of online services’ marketing

30 Id. (“It is unclear, for instance, to what extent the gateway will be able to tell consumers where
to go for the information they desire . . . . Each information service has its own commands for
information retrieval.””); Michael J. Himowitz, A look at on-line services CompuServe and
Prodigy, The Baltimore Sun, Jan. 17, 1994 (“CompuServe [costs] $8.95 per month . . . .
Effective Feb. 6, rates for forums and extended services . . . are an additional $4.80 per hour at
1200 or 2400 Baud, $9.60 per hour at 9600 or 14,400 Baud . . . . Prodigy: Most popular plan
charges $14.95 per month . . . Additional Plus hours [for use of bulletin boards and stock market
prices] are $3.60 each.”).

31 Pollack, supra note 29 (“Each information service has its own commands for information
retrieval. With a useful gateway [which did not yet exist], the user would need to know only one
set of commands and the gateway would translate them.”); David Bernstein, Interoperability:
The Key to Cloud Applications,

https://e.huawei.com/en/publications/global/ict insights/hw 376150/feature%20story/HW 3762
86 (last visited July 19, 2020) (“[T]he original online services such as AOL, Prodigy, and
CompuServe had no interoperability between them. Content posted on one service could not be
consumed by a client connected to a different service. Email could not be sent from a user on
one service to a user on another.”).

32 Joanna Pearlstein, MacWorld’s Guide to Online Services, MacWorld, Aug. 1994, at 90 (“Core
services include general, business, and sports news; computer forums and news; reference
materials; electronic mail and bulletin boards; business statistics and data; games; shopping
services; travel services; and educational reference material. Still, the different online services
do have different emphases, so even though they all offer a range of basic services, they are not
interchangeable.”).

10



efforts.*® The online services of the late 1990s ran online bulletin boards as a minor sideline and
used volunteer moderators from the computer hobbyist community.>* Their business model was
based on fees for connection time and professional database access, not community content.

One result of this model was that monitoring users and their content was a burden and
regulatory imposition. Zeran, a leading and widely cited case on moderation, reflects this
understanding of the technology of that time.?> The Zeran court took the view, which most

section 230 cases accept, that “liability [for third-party posts] upon notice [by an offended

33 James Coats, Getting on-line with cyberspace heavyweights, Chicago Tribune, Feb. 28, 1993
at C8 (“GEnie’s greatest value to me is that it serves as a gateway to the ultraexpensive Dow
Jones News/Retrieval service. Typing DOWJONES on GEnie gets me access to hundreds of
thousands of newspaper articles - but at a cost well above $2 a minute. Still, when I’'m involved
in personal research, it empowers me with access to more than 100 different newspapers, wire
services and magazines . . .. A costly service [on CompuServe] called IQUEST, for example,
gets you access to thousands of newspapers, magazines, books and other research materials. A
magazine database lets you search hundreds of thousands of back issues of publications from
Playboy to Foreign Policy. The catch is that each article you decide to read in full costs

$1.50 . ... Tremendous amounts of information about stocks and investing can be had as well,
for a price. You can follow favorite stocks by BasicQuotes and seek out news by company.
Much of the famous Standard and Poor’s research data can be had on CompuServe’s S&P
Online. Most company filings with the Securities and Exchange Commission can be
downloaded on a service called Disclosure. I make heavy use of CompuServe’s Executive News
Service, which gives me an electronic ‘clipping service’ providing each day’s news about dozens
of firms I follow for my job, as well as other topics . . . . But Delphi takes the Internet much
further than the other boards, which confine Internet traffic to electronic mail. With Delphi you
can actually hook your home computer up with mainframes and minicomputers all around the
world and read and download an almost unimaginably diverse wealth of files.”).

34 Catherine Buni & Soraya Chemaly, The Secret Rules of the Internet: the murky history of
moderation, and how it’s shaping the future of free speech, The Verge (April 13, 2016),
https://www.theverge.com/2016/4/13/11387934/internet-moderator-history-youtube-facebook-
reddit-censorship-free-speech (last visited July 19, 2020) (“Moderation’s initially haphazard,
laissez-faire culture has its roots here. Before companies understood how a lack of moderation
could impede growth and degrade brands and community, moderators were volunteers; unpaid
and virtually invisible. At AOL, moderation was managed by a Community Leader program
composed of users who had previously moderated chat rooms and reported ‘offensive’ content.
They were tasked with building ‘communities’ in exchange for having their subscription fees
waived. By 2000, companies had begun to take a more proactive approach.”).

35 Zeran v. Am. Online, Inc., 129 F.3d 327 (4th Cir. 1997).

11



viewer] reinforces service providers’ incentives to restrict speech and abstain from self-
regulation.”*® The court went on to explain that online services cannot possibly take
responsibility for third-party content due to its volume; as such, online services will simply
prohibit all such content unless they are protected from liability for it. In the court’s words:

“If computer service providers were subject to distributor liability, they would face
potential liability each time they receive notice of a potentially defamatory statement—
from any party, concerning any message. Each notification would require a careful yet
rapid investigation of the circumstances surrounding the posted information, a legal
judgment concerning the information’s defamatory character, and an on-the-spot editorial
decision whether to risk liability by allowing the continued publication of that
information. Although this might be feasible for the traditional print publisher, the sheer
number of postings on interactive computer services would create an impossible burden
in the Internet context.”’

However, today’s social media companies have adopted a different business model.

Rather than provide database access, like Prodigy did, social media offers primarily third-party

t38

content.”® Rather than charge fees, social media platforms profile users in order to categorize

36 Id. at 333.

7 1d.

38 Facebook Investor Relations, https://investor.fb.com/resources/default.aspx (last visited July
19, 2020) (“Founded in 2004, Facebook’s mission is to give people the power to build
community and bring the world closer together. People use Facebook to stay connected with
friends and family, to discover what’s going on in the world, and to share and express what
matters to them.”); Twitter Investor Relations,
https://investor.twitterinc.com/contact/faq/default.aspx (last visited July 19, 2020) (“What is
Twitter’s mission statement? The mission we serve as Twitter, Inc. is to give everyone the
power to create and share ideas and information instantly without barriers. Our business and
revenue will always follow that mission in ways that improve — and do not detract from — a free
and global conversation.”); Google, Our Approach to Search,
https://www.google.com/search/howsearchworks/mission/ (last visited July 19, 2020) (“Our
company mission is to organize the world’s information and make it universally accessible and
useful.””); YouTube Mission Statement, https://www.youtube.com/about/ (last visited July 19,
2020) (““Our mission is to give everyone a voice and show them the world. We believe that
everyone deserves to have a voice, and that the world is a better place when we listen, share and
build community through our stories.”); Matt Buchanan, Instagram and the Impulse to Capture
Every Moment, The New Yorker, June 20, 2013, https://www.newyorker.com/tech/annals-of-
technology/instagram-and-the-impulse-to-capture-every-moment (last visited July 27, 2020)

12



them and connect them to advertisers and other parties interested in user information.** Online
platforms like Twitter, Facebook, and YouTube have content moderation at the heart of their
business models. Unlike the early internet platforms, they have invested immense resources into
both professional manual moderation and automated content screening for promotion, demotion,

monetization, and removal.*

(“When I think about what Instagram is, I think about moments,” said Kevin Systrom, the photo-
sharing service’s co-founder and C.E.O. “Our mission is to capture and share the world’s
moments.”).

3 Len Sherman, Why Facebook Will Never Change Its Business Model, Forbes.com, Apr, 16,
2018, https://www.forbes.com/sites/lensherman/2018/04/16/why-facebook-will-never-change-
its-business-model/#7cdacl1c64a7 (last visited July 27, 2020) (“By now, it’s widely understood
that Facebook’s voracious appetite for user data is driven by their business model which charges
advertisers for access to precisely targeted segments of their massive consumer database. No
one knows more about more consumers than Facebook™); Twitter and Facebook have differing
business models, The Economist, June 6, 2020,
https://www.economist.com/business/2020/06/04/twitter-and-facebook-have-differing-business-
models (last visited July 27, 2020) (“At first blush, Twitter and Facebook look similar. Each is
a social network, connecting users online and presenting them with content in a ‘feed’, a never-
ending list of posts, pictures and videos of pets. Each makes money by selling advertising, and
thus has an interest in using every trick to attract users’ attention. And each employs gobbets of
data gleaned from users’ behaviour to allow advertisers to hit targets precisely, for which they
pay handsomely”); Enrique Dans, Google Vs. Facebook: Similar Business Models, But With
Some Very Big Differences, Forbes.com, Feb. 2, 2019,
https://www.forbes.com/sites/enriquedans/2019/02/02/google-vs-facebook-similar-business-
models-but-with-some-very-big-differences/#6ab940854 1 ef (last visited July 27, 2020) (“Google
does not sell my data or pass it on to any third party, it simply allows that third party to display
an advertisement to a segment of its database that includes me, based on certain variables . . . .
What is the result of Google knowing about us and our online interests? We receive ads that
largely reflect those interests and we still have some control over what we see.”).

40 Zoe Thomas, Facebook content moderators paid to work from home, BBC.com, Mar. 18,
2020, https://www.bbc.com/news/technology-51954968 (last visited July 27, 2020) (“Facebook
has approximately 15,000 content moderators in the US, who are hired by third-party contracting
companies”); Elizabeth Dwoskin, et al., Content moderators at YouTube, Facebook and Twitter
see the worst of the web — and suffer silently, Washington Post, July 25, 2019,
https://www.washingtonpost.com/technology/2019/07/25/social-media-companies-are-
outsourcing-their-dirty-work-philippines-generation-workers-is-paying-price/ (last visited July
27,2020) (“In the last couple of years, social media companies have created tens of thousands of
jobs around the world to vet and delete violent or offensive content . . . .””); Shannon Bond,
Facebook, YouTube Warn Of More Mistakes As Machines Replace Moderators, National Public
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Understanding how new entrants can or cannot participate in these intermediary markets
is therefore key in understanding appropriate liability regimes; this is particularly important
because liability shields can deter entrance. Market observers have significant concerns about
barriers to entrance for new social media companies as well as social media’s role with other
edge providers in creating mediation markets. It is no secret that today’s online platforms exist
in highly concentrated markets.*! Moreover, the relationship between social media and their
adjacent markets is unclear, with mergers and other agreements having the potential for
unexpected anticompetitive results.*? Social media firms also demonstrate network effects and
other barriers to entry, which frequently lead to weaker competition.** This lack of competition
is particularly troubling given the decrease of new entrants documented in the broader
economy.*

Section 230 was designed to assist the nascent internet industry. Pivotal judicial
decisions, such as Zeran, interpreted ambiguous language in section 230 broadly, but at a time

when different cost structures, business models, and markets prevailed. Given the rapidly

Radio, March 31, 2020, https://www.npr.org/2020/03/31/820174744/facebook-youtube-warn-of-
more-mistakes-as-machines-replace-moderators (last visited July 27, 2020) (“Facebook,
YouTube and Twitter are relying more heavily on automated systems to flag content that violate
their rules . . . . Tech companies have been saying for years that they want computers to take on
more of the work of keeping misinformation, violence and other objectionable content off their
platforms. Now the coronavirus outbreak is accelerating their use of algorithms rather than
human reviewers.”).

4! Justin Haucap & Ulrich Heimeshoff, Google, Facebook, Amazon, eBay: Is the Internet driving
competition or market monopolization? 11 Int. Econ. Policy 49-61 (2014).

42 Carl Shapiro, Protecting Competition in the American Economy: Merger Control, Tech Titans,
Labor Markets. 33(3) Journal of Economic Perspectives 69 (2019), available at
http://faculty.haas.berkeley.edu/shapiro/protectingcompetition.pdf.

43 Steven Berry, Martin Gaynor & Fiona Scott Morton, Do Increasing Markups Matter? Lessons
from Empirical Industrial Organization, 33(3) Journal of Economic Perspectives 44 (2019).

4 German Gutiérrez & Thomas Philippon, The Failure of Free Entry. NBER Working Paper No.
26001 (June 2019), available at https://www.nber.org/papers/w26001.pdf.
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changing markets and relationship between market structure and optimal liability rules, NTIA
urges the FCC to re-examine section 230 and work towards transparency in these markets.
V. The Authority and Need for Issuing Regulations for Section 230
This section sets forth the FCC’s authority to issue regulations to interpret section 230
and shows how regulations are necessary to resolve the statute’s ambiguities that the E.O.
identified. This section further explains how the FCC has jurisdiction to issue regulations,
outlines the background and history of section 230, explains its structure, and shows how courts
have relied upon its ambiguities to make overly expansive interpretations.
Finally, it examines how the section’s ambiguities should be resolved. Specifically,
NTIA respectfully requests the FCC to:
o clarify the relationship between 230(c)(1) and (c)(2);
e cxplain the meaning of “good faith” and “otherwise objectionable” in section
230(c)(2);
e specify how the limitation on the meaning of “interactive computer service”
found in section 230(f)(2) should be read into section 230(c)(1); and,
e cxplicate the meaning of “treated as a speaker or publisher” in section 230(c)(1).

A. The Commission’s Power to Interpret Section 230 of the Communications

Decency Act

Section 201(b) of the Communications Act (Act) empowers the Commission to
“prescribe such rules and regulations as may be necessary in the public interest to carry out this
chapter.”® Under this authority, the FCC should promulgate rules to resolve ambiguities in

Section 230. The Supreme Court has confirmed that “the grant in section 201(b) means what it

45 47 U.S.C. § 201(b).
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says: The FCC has rulemaking authority to carry out the ‘provisions of this Act.”” Section 230,
in turn, was incorporated into the Act — in the same portion of the Act, Title II, as section 201(b)
— by the Telecommunications Act of 1996 (1996 Act). The fact that section 230 was enacted
after section 201(b) is of no consequence; the Supreme Court repeatedly has held that the
Commission’s section 201(b) rulemaking power extends to all subsequently enacted provisions
of the Act, specifically identifying those added by the Telecommunications Act of 1996.4¢ Thus,
the Commission has authority under section 201(b) to initiate a rulemaking to implement section
230. That broad rulemaking authority includes the power to clarify the language of that
provision, as requested in the petition.

The Commission has authority to implement section 230 through regulation even if this
section was added to the 1934 Act through the amendments in the Telecommunications Act of
1996. It does not matter if the provision specifically mentions or contemplates FCC regulation.
For instance, section 332(c)(7), which was also added to the Act by the 1996 Act, limits State
and local decision-making on the placement, construction, or modification of certain wireless
service facilities. The section makes no mention of FCC authority, only alluding to the
Commission in passing and giving it no role in the provision’s implementation. The Supreme

Court nonetheless, upheld Commission’s authority to issue regulations pursuant to section

46 AT&T Corp. v. Iowa Utilities Bd., 525 U.S. 366, 378 (1999) (“We think that the grant

in § 201(b) means what it says: The FCC has rulemaking authority to carry out the “provisions of
this Act,” which include §§ 251 and 252, added by the Telecommunications Act of 1996”); City
of Arlington v. FCC, 668 F.3d 229, 250 (5th Cir. 2012), aff’d, 569 U.S. 290 (2013) (“Section
201(b) of that Act empowers the Federal Communications Commission to “prescribe such rules
and regulations as may be necessary in the public interest to carry out [its] provisions. Of
course, that rulemaking authority extends to the subsequently added portions of the Act.”).
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332(c)(7) for the simple reason that it was codified within the 1934 Act, and section 201(b)
empowers the Commission to promulgate rules interpreting and implementing the entire Act.*’

Similarly, in lowa Utilities, the Supreme Court ruled that the FCC had rulemaking

authority to implement sections 251 and 252 of the Act.*® As with section 332, these sections

did not explicitly grant the Commission power over all aspects of their implementation, arguably

excluding intrastate and other areas. Nonetheless, the Court ruled that “§ 201(b) explicitly gives

the FCC jurisdiction to make rules governing matters to which the 1996 Act applies.”* These
two decisions, and their underlying rationales, compel the same result for a Commission
rulemaking to interpret section 230, and the rationale is simple and inarguable: if Congress
chooses to codify a section into the 1934 Communications Act, then section 201(b